
 D6.3: RAWFIE Operational Platform Testing and Integration Report (b) 

1 
 

 

 

 

 

 

Road-, Air- and Water-based Future Internet 

Experimentation 

 

 

Project Acronym:  RAWFIE 
 

Contract Number:  

 

645220  

Starting date:  Jan 1st 2015  Ending date:  Dec 31st 2018  

 

 

Deliverable Number 
and Title 

D6.3: RAWFIE Operational Platform Testing and Integration Report 

Confidentiality PU Deliverable type1  R 

Deliverable File D6.3 Date 30.04.2016 

Approval Status2 WP Leader, 1st Reviewer, 

2nd Reviewer 
Version 1.0 

Contact Person Philippe Dallemagne Organization CSEM 

Phone  E-Mail  Philippe.Dallemagne@csem.ch 

 

  

                                                 
1 Deliverable type: P(Prototype), R (Report), O (Other) 
2 Approval Status: WP leader, 1st Reviewer, 2nd Reviewer, Advisory Board 



 

2 

 

AUTHORS TABLE  

Name Company E-Mail  

Kakia Panagidi UoA kakiap@di.uoa.gr 

Kostas Kolomvatsos UoA kostasks@di.uoa.gr 

Konstantinos Kolomvatsos UoA kostasks@di.uoa.gr 

Vasil Kumanov Aberon Vasil.kumanov@aberon.bg 

Marcel Heckel Fraunhofer marcel.heckel@ivi.fraunhofer.de 

Kiriakos Georgouleas HAI  Georgouleas.Kiriakos@haicorp.com 

Nikolaos Priggouris HAI  PRIGGOURIS.Nikolaos@haicorp.com 

Jason Ramapuran HES-SO jason-emmanuel.ramapuram@hesge.ch 

Philippe Dallemagne CSEM Philippe.dallemagne@csem.ch 

Damien Piguet CSEM Damien.Piguet@csem.ch 

Giovanni Tusa IES g.tusa@iessolutions.eu 

Miquel Cantero ROBOTNIK mcantero@robotnik.es 

Ricardo Martins MST rasm@oceanscan-mst.com 

   

   

 

 

REVIEWERS TABLE  

Name Company E-Mail  

Marcel Heckel Fraunhofer Marcel.Heckel@ivi.fraunhofer.de 

Kakia Panagidi UOA kakiap@di.uoa.gr 

 

 

DISTRIBUTION  

Name / Role Company Level of 

confidentiality 3 

Type of deliverable 

Consortium  PU R 

 

  

                                                 
3 Deliverable Distribution: PU (Public, can be distributed to everyone), CO (Confidential, for use by consortium 

members only), RE (Restricted, available to a group specified by the Project Advisory Board). 



 D6.3: RAWFIE Operational Platform Testing and Integration Report (b) 

3 
 

 

 

CHANGE HISTORY  

Version Date Reason for Change Pages/Sections 

Affected 

0.1 01.03.2017 First draft All  

0.2 27.03.2017 Version for contribution integration All  

0.3 17.04.2017 Updated sections 3.4 and 3.5 Sections 3.4 and 3.5 

0.4 28.04.2017 Version for internal review All  

1.0 30.04.2016 Final version All  

 

  



 

4 

 

 

 

Abstract:  
 

The objective of this deliverable is to report about the integration and testing of the RAWFIE system. 

It presents the status of the interface tests and the verification tests as well as of the integration results. 

It mentions the technicalities required for the consolidation of the RAWFIE components in a unified 

platform. The results obtained during the experimentations and the specific tests are analysed to 

identify and characterise the improvements and fixes to be brought to the prototype implementation 

during the third development iteration. The integration roadmap lists the enhancements of the RAWFIE 

operational platform based on the outcomes of the testing procedures and the deployments on the 

operational sites. The document is the second release over the three phases/cycles defined in the 

RAWFIE project.  

This deliverable is based on the results of the tasks T6.1 and T6.2, on the work done in WP5, and on 

the verification tests planning presented in D4.6. 

 

Keywords: Integration, interface tests, verification tests, roadmap 
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 The following table gives the abbreviations used across the RAWFIE projects in the 

documents and deliverables. 

 Table 1: Common abbreviations 

Abbreviation Meaning 

3D three-dimensional space 

ACL Access Control List 

AGL Above Ground Level 

AHRS Attitude and Heading Reference System 

AJAX Asynchronous JavaScript and XML 

AM Aggregate Manager (of SFA) 

AP Access Point 

API Application Programming Interface 

API Application programming interface 

AT Aerial Testbed 

AUV Autonomous underwater vehicle 

B-VLOS Beyond Visual Line Of Sight  

CA Certification Authority 

CAA Civil Aviation Authority 

CAO Cognitive Adaptive Optimization 
CBNR Chemical Biological Nuclear Radiological 

CEP Circular Error Probability 

CPU Central Processing Unit 

CSR Certificate Signing Request 

DETEC Department of the Environment, Transport, Energy and Communication 

DGCA Directorate General of Civil Aviation 

DoA Description of Actions 

EASA European Aviation Safety Agency 

EC Experiment Controller 

ECC Error Correction Code 

ECV EDL Compiler & Validator 

EDL Experiment Description Language 

EDL Experiment Description Language 

EER Experiment and EDL Repository 

EU European Union 

E-VLOS Extended Visual Line Of Sight 

EVS Experiment Validation Service 

FIRE Future Internet Research & Experimentation 

FOCA Federal Office of Civil Aviation 

FPS Frames Per Second 

FPV First Person View  

GAA German Aviation Act 

GIS Geographic Information System 

GNSS Global Navigation Satellite System 

GPIO General Purpose Input/Output 

GPS Global Positioning System 

GUI Graphical user interface 

HD High Definition 

HTTP Hypertext Transfer Protocol 

HW Hardware 
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IAA  Irish Aviation Authority 

IaaS Infrastructure as a Service 

IDE Integrated Development Environment 

IDE integrated development environment 

IFR Instrument Flight Rules 

IP Internet Protocol 

ISO International Standards Organization 

JDBC Java Database Connectivity 

JSON JavaScript Object Notation 

KPI Key Performance Indicator 

KPI Key Performance Indicator 

LBL Long Baseline  

LDAP Lightweight Directory Access Protocol 

LS Launching Service 

MEMS MicroElectroMechanical System 

MM Monitoring Manager 

MSO Multi Swarm Optimization 

MT Maritime Testbed 

MOM Message Oriented Middleware 

MVC Model View Controller 

NAT Network Address Translation 

NC Network Controller 

NF Non Functional 

ODBC Open Database Connectivity 

OEDL OMF EDL 

OMF cOntrol and Management Framework 

OMF Orbit Management Framework 

OML ORBIT Measurement Library 

OS Operating System 

OTA Over The Air 

P2P Point to Point 

PSO Particle Swarm Optimization 

PTZ Pan Tilt Zoom 

RC Resource Controller 

RC Resource Controller 

RE Requirement Engineering 

REST Representational state transfer 

RIA Research and Innovation Action 

ROS Robot Operating System 

ROV Remotely Operated Vehicle 

RPA Remotely Piloted Aircraft 

RPAS Remotely Piloted Aircraft System 

RPS Remotely Piloted Station 

RSpec SFA Resource Specification 

SaaS Software as a Service 

SAML Security Assertion Markup Language 

SFA Slice-based Federation Architecture 

SOA Service Oriented Architecture 

SOAP Simple Object Access Protocol 

SQL Simple Query Language 

SSO Single-Sign-On 

SVN Apache Subversion 

TM Testbed Manager 
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TMS Testbed Manager Suite 

TP Testbed Proxy 

UAV Unmanned Aerial Vehicle 

UGV Unmanned Ground Vehicle 

UI User Interface 

UML Unified Modelling Language 

USV Unmanned Surface Vehicle 

UUV Unmanned Underwater Vehicle 

UxV Unmanned aerial/ground/surface/underwater Vehicle 

VE Visualization Engine 

VT Vehicular Testbed 

VT Visualization Tool 

WCS Web Coverage Service 

WFS Web Feature Service 

WMS Web Map Service 

WPS Web Processing Service 

WSDL Web Services Description Language 

XMPP Extensible Messaging and Presence Protocol 

 

Table 2 gives the notations commonly used across the present document. 

Table 2: Notations 

Notation Description 

DX.Y Deliverable X.Y from the DoW 

MSX Milestone X from the DoW 

WPX Work package X from the DoW 

OCX Open Call X 

AX.Y Activity number Y in Phase X 

DLX.Y Deadline number Y in Phase X 

MX Project month number X 

  

 

A glossary is located at the end of this document in Annex, p. 126. 
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Part I : Executive Summary 

The objective of this deliverable is to report about the results obtained during the tests of the 

interfaces of the RAWFIE components and of their integration into a unified and operational 

system. It presents the status of the interface tests and the verification tests as well as of the 

integration results, including the technicalities required for the consolidation of the RAWFIE 

system and the identified enhancements of the RAWFIE platform based on the aforementioned 

results. The integration roadmap mentions the target milestones and the enhancements of the 

RAWFIE operational platform based on the outcomes of the testing procedures and the 

deployments on the operational sites. The document is the second release over the three 

phases/cycles defined in the RAWFIE project. 

The document is organised into 4 parts. The second part (Part II) is the main section, which is 

structured into two Chapters. Chapter 1 presents the scope of the document, some definitions 

and abbreviations together with the relation to other RAWFIE deliverables. Chapter 2 describes 

the various aspects of the integration and testing of the RAWFIE system. It describes the 

approach and methodology used for describing, performing and reporting the tests and 

integration verification. It is followed by the integration with external entities (mainly SFA), 

the integration setup and the results of the tests of the interface and the verification tests 

performed on the RAWFIE components and system. To make sure that the current RAWFIE 

system meets the basic performance requirements, a section presents the measured 

performance of the kafka message bus in a typical setup. A conclusion is drawn in Part III, 

combined with a roadmap based on the results obtained from the previous steps and the 

subsequent modifications and improvements. 
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Part II : Main Section 

1 Introduction  

1.1 Scope of D6.3 

The scope of this document is to present the results of the tests of the operational platform and 

the status of the component integration. 

1.2 Definitions 

This document makes use of a number of specific terms, which the RAWFIE team understands 

as defined below: 

¶ Verification  of a system is the task of determining that the system is built according to 

its specifications (functionalities according to requirements and design specifications); 

¶ Validation  is the process of determining that the system actually fulfils  the purpose for 

which it was intended  (according to the specification); 

¶ Evaluation reflects the acceptance of the system by the end users and its performance 

in the field, which eventually translates into usefulness (always according to user needs 

and / or performances in the field against realistic scenarios). 

1.3 Relation to other deliverables 

The work performed in WP6 relies on the outcome of WP3 and WP4, as well as on WP5 

activities, which performed the development and integration of components, according to the 

roadmap described in D2.2.  

D6.3 is an update of D6.1. From a programmatic point of view, it provides a feedback to WP5 

(based on the results of the integration tests to be taken into account in D5.3 and D5.4) for 

revisiting and improving the implementation of components and their interaction in the global 

architecture. WP3 exploits these results as well to identify any required revision or extension 

of the defined requirements. Finally, WP4 may review and revise the architecture in subsequent 

iterations in light of the WP6 outcome.  

D6.3 refers to D4.7 for many aspects, including the architectural concepts, the data model, the 

components interactions, etc. The testing of the components interfaces and their integration is 

based on the architecture and design deliverables of WP4, and specifically on the verification 

scenarios and planning presented in deliverable D4.6, with some modifications that will be 

highlighted in the rest of the document. 

In spite of its coarse granularity, D2.2 forms the basis for checking the completeness of D6.3 

coverage. D2.2 specifies the different rounds of development and the objectives in terms of 

function, environment, etc. which directly defines the boundaries of the prototype integration 

or related tasks (see sections 3.3 to 3.10). D6.3 reports on the integration steps and the 

verification of components once combined with the rest of the RAWFIE system, before the 

submission of this system to the validation process. 
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D6.3 refers explicitly to the Verification scenarios defined in D4.3 (section 5.1) for the 

component testing at a high level, which gives emphasis to the integration process and therefore 

on the interfaces, dependencies and interactions between components. D6.3 reflects the actual 

emphasis of the integration process on the interfaces, dependencies and interactions between 

components. D6.3 deals with, and presents, the interface testing results and the high-level 

testing results, according to verification templates found in D4.6. 

2 Integration & Testing 

2.1 Approach 

The objective of the Integration & Testing activities, whose results are presented in D6.3, is to 

produce the second version of the end-to-end operational prototype of the RAWFIE platform. 

Following the time-plan defined for Phase 2 of the Integration & Testing roadmap (D2.2), the 

results reported in this deliverable reflect the integration and testing work carried out by 

projectôs partners during the 2nd technical iteration. 

Since the approach does not substantially differ from what described in deliverable D6.1 

(Integration & Testing during the 1st iteration), the reader is also invited to refer to Section 2 

of the same deliverable for further details. 

As a result of the 1st Integration & Testing iteration, some suggestions for modifications and 

improvements to RAWFIE components and interfaces were derived. These suggestions, 

together with the outcomes of the implementation activities from WP5, and the second version 

of the requirements from D3.2, have triggered modifications and improvements in the design 

of componentsô functionalities and interfaces, being used as inputs for the second version of 

the RAWFIE architecture (D4.4) and componentsô specification (D4.5). In turn, the new 

version of the componentsô design, was used for defining new interface tests and verification 

scenarios, or for updating the existing ones in D4.6. D4.6 is therefore the main reference 

document for the integration and verification tests reported in D6.3. 

2.2 Methodology 

Integration testing includes activities where the different software components of the system 

are combined and tested as a group, to verify both the communication interfaces and end-to-

end workflows and functionalities. The reader is invited to refer also to D6.1, Section 2, where 

further details of the methodology are explained. Here we highlight that, for the purposes of 

integration testing, the following tests categories are considered in the integration and 

verification plan (D4.6) and, as a consequence, in the present deliverable: 

¶ Testing of components interfaces: this kind of tests are performed for all implemented 

components that provide a software interface to other components (via a REST or 

SOAP / RPC API) or are capable to send/receive data from Message Bus. As an 

example of the communication interfaces that need to be verified during system 

componentsô integration, following Figure 1 and Figure 2, taken from the D4.5, 
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provide an overview of the several interactions (through different communication 

technologies) between Frontend Tier components and Middle Tier components, and 

between Middle Tier components and other system components, respectively. 

¶ Execution/Testing of verification scenarios: This involves the execution of all the 

verification scenarios defined in D4.6, Section 6.1, and can comprise tests whose aim 

is mainly to verify individual componentsô functionality ï although in most cases they 

have as prerequisite the existence of other components ï as well as end to end scenarios, 

where several system components are involved  

 

Figure 1: Overview of software interfaces provided by Middle Tier Services and the Master Database, 
and used by Frontend Tier modules
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Figure 2: Overview of software interfaces between Middle Tier components, and between Middle Tier components and other system components  
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2.2.1 Tests reporting format  

Results of the verification tests are reported using two different reporting templates, for 

interfaces testing and for the verification scenarios, respectively. These templates are described 

in Section 2.2.1 of deliverable D6.1.   

2.3 Integration of external components 

The integration of new tools and services for the extension of the experimentation capabilities, 

is easily realised thanks to the open architecture of RAWFIE, based on a mix of SOA principles 

(therefore the availability of RPC and REST API), and the decoupling of components through 

the asynchronous communication via the Message Bus. 

2.3.1 Interoperability with external SFA clients through the SFA Aggregation Manager 

From the technical standpoint, interoperability with external SFA clients is realised through the 

implementation of a modified version of the SFA Aggregation Manager (AM) at Testbed level, 

and its integration with existing RAWFIE components. The modified SFA Aggregation 

Manager is provided in the context of the SAM proposal, who joined the project after the 1st 

Open Call. It is therefore part of the SAM software module, which will be deployed on each 

connected Testbed in order to handle, among the others, the reservation process of the 

respective resources. Please also refer to D4.4, D4.5, and D4.7 for more details about the 

components and functionalities of SAM software module.  

The following are the main integration scenarios that will be realised the SFA principles: 

¶ Adding/Editing/Deleting of resources. This action will always be performed through 

the Testbed Manager admin UI. In this scenario the RAWFIE Testbed Manager 

component will act as the gateway to the SFA Aggregation Manager, since it will 

forward the modification requests to both the SFA Aggregation Manager using the 

provided REST API (for updating the local Triple Store DB), and to the Testbed 

Directory Service through its REST API, for updating the same information in the 

centralised Master Data Repository of RAWFIE 

¶ Listing / searching of resources. This action can be performed through the RAWFIE 

platform as well as through external SFA enabled clients / GUI (e.g. MySlice). In the 

former case, the RAWFIE Resource Explorer Tool and, in turn, the Testbed Directory 

Service components will be used to search and visualise all or specific UxV resources 

in the given Testbed. In the latter case, external SFA clients will directly call the SFA 

Aggregation Manager through the provided REST API. The SFA AM will in turn 

perform semantic queries to the local Triple Store DB. 

¶ Booking requests. This action can be performed through the RAWFIE platform as 

well as through external SFA enabled clients / GUI (e.g. MySlice). In the former case, 

the RAWFIE Booking Tool will forward the booking request, through the Booking 
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Service, to the SFA Aggregation Manager using the provided REST API and to the 

RAWFIE Master Data Repository, so that all repositories will be synchronised. In the 

latter case, external SFA clients will directly call the SFA Aggregation Manager 

through the provided REST API, and the SFA AM will in turn perform the booking 

of resources in the local Triple Store DB. The Booking Service will also periodically 

synchronise itself with the SFA Aggregation Manager, in order to ensure consistency 

between the reservations made using the SFA interface (and therefore the content of 

the Triple Store DB), and the ones made using the RAWFIE Booking Tool (Master 

Data Repository). 

2.3.2 Feedback from professional stakeholders 

The RAWFIE system will be deployed in several sites, in which professional stakeholders will 

take an active part. The RAWFIE technical team expects to get some feedback on various 

topics during the deployments and exploitation of the RAWFIE system. This includes the ease 

of deployment, the ease and efficiency in the documentation of all these aspects, the edition of 

EDL scripts, the execution of experiments, the support given by the team, the exploitation of 

the data collected during the experiment, including the experience gained by the various 

stakeholders, etc. RAWFIE hereafter plans to implement a methodology, in which RAWFIE 

should give a possibility for the professional stakeholders to give a feedback about the use and 

impact of RAWFIE.  

The RAWFIE technical team, in charge of the design, the prototyping and the validation of the 

RAWFIE system and components will survey their deployments of the operational use through 

several channels. Since the initial deployments will be done under the guidance of RAWFIE 

experts (typically some members of the technical teams), the feedback will be obtained directly, 

during debriefing meetings and from written reports. The outcome of the initial deployments 

will help in defining the scope and processes of the professional stakeholders, in particular the 

support teams. 

Beyond their own experience gathered during the initial deployments and operations of the 

RAWFIE prototypes, one of the most important channels for the validation is the feedback 

from the professional stakeholders that are engaged in the lifecycle of the RAWFIE system. 

Other stakeholders (e.g. testbed owners) will perform most of the next deployments, possibly 

with the remote or on-site help of commercial support teams (see WP2 for the details about the 

commercial exploitation of RAWFIE). The tools will still consists in debriefing meetings 

organised during and after the deployments, combined with electronic questionnaire distributed 

at specific points in time, corresponding to important points in the system lifecycle, such as 

specification, installation, deployment tests, education, experiment development and 

execution, result exploitation, etc. They can be complemented by the use of feedback forms 

and statistics about the usage and the performance, directly integrated into the RAWFIE 

system. 
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2.3.3 Integration of RAWFIE ñnewcomersò 

Many companies submitted proposals to Open calls, aiming at integrating their resources 

(considered until then  as external components) into the RAWFIE environment. RAWFIE 

addresses the possibility of connecting new Testbeds to the core RAWFIE platform, and adding 

new resources (UxVs) to already connected Testbeds. From the methodology standpoint, 

newcomers joining the consortium through the open calls, are provided with all the needed 

information before and during the submission of the proposals. After joining, they are 

supported by RAWFIE partners during the integration process, through the organisation of 

meetings and training events, and in the technical activities described below. The first outcome 

of such integration process is mentioned in section 2.3.3.    

2.4 Integration environment 

This section describes the environment (depicted in Figure 3) used for the integration of the 

RAWFIE components and sub-systems and the subsequent testing. This may include the 

information, communication and computing infrastructure (servers, networks, etc.), the 

configuration (component settings, credentials, etc.) and data repositories, the testbeds used for 

testing and all other external services.  

 

Figure 3: 1st RAWFIE environment integration 

2.4.1 ICT infrastructure  

For integration purposes clones for the development infrastructure described in D5.3 are 

created. An identical environment, illustrated in Figure 4, was created for facilitating 

continuous integration and resolving of errors. The messages from the online platform 

(production environment) are mirrored to the development environment in order to all services 

can be tested with real data. The mirrored environment is used for updates in coding and 

upgrading the services without affecting the rest of the infrastructure and when a service is 

stable enough is moved to the online platform. 
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Figure 4: RAWFIE clones for the development infrastructure 

According to the DoA, the first Milestone related to the development cycles was defined in 

M18 on which the 1st release of the platform was released. In order to outline a structured 

development process while maximizing the productivity and reducing possible bugs (that could 

be exposed to the experimenters), the RAWFIE consortium agreed in the creation of two 

identical environments: production and development. The production environment is the online 

platform that external users and experimenters can reach the RAWFIE functionalities via 

Internet. The development environment consists of the same devices being used for updates in 

coding and upgrading the services without affecting the rest of the infrastructure. An 

application or a service is moved to the production environment when it is stable enough.  

2.4.2 Data repositories 

The data model defined in D4.7 can be broken down into four major components: 

1. Persistent Storage of Message BUS / Measurements DB: This will be done by Kafka 

Connect duplicating all messages on the BUS to HBASE (which is in turn backed by 

Hadoop). 

2. Analysis Results DB: This database will contain the results for the data analysis tasks 

and is currently backed by a time series database called Whisper. 

3. Master Data DB: This will house traditional SQL type data and is currently 

implemented by PostgreSQL. 

4. Users & Rights Repository: uses a LDAP repository, as LDAP is a de facto standard 

for user management. It stores all user related data (name, organisation, address, 

password) and group memberships (roles based access control). The selected 

implementation is OpenDJ. 

Official Release VMs for Developing Phase

Platform On Air
Public

Simulation 
Engines

Platform On Air ςOn development

RAWFIE Simulated 
Testbed

New testbeds

New Resources
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2.4.3 Tools &  techniques for integration  

RAWFIE uses a number of collaboration tools providing an integration friendly environment 

for development and deployment, such as Git, Docker and Redmine (see Figure 1). Hadoop 

and Hbase can also be considered as the connectors between the messages and the data storage 

of experimenters, which provides an efficient decoupling that is convenient for integration. 

 

Figure 5: Tools for integration 

Several tools are being used in order to facilitate continuous reporting and the integration of 

the software tools in a common environment. A Git platform was installed with Gitlab 

environment for all partners can work concurrently by using branching. All software is 

uploaded in project forms and then partners create branches for their specific features.  

Another features that is used for the integration is the creation of machine image boxes in order 

to provide to testbed operators ñblack boxesò with the RAWFIE required services pre-installed 

and pre-configures. RAWFIE components are installed in Vagrant image boxes, which are used 

for quick deployment of the RAWFIE system by the developers and testers. 

2.4.4 Message Bus 

The message bus is an essential integration tool. RAWFIE uses the Kafka message bus for 

interconnecting the components, for data exchange, ordering and persistency, for reliability and 

robustness, etc. 

The Kafka mirroring feature is used for creating the replica of an existing cluster, for example, 

for the replication of an active data centre into a passive data centre. Kafka provides a mirror 

maker tool for mirroring the source cluster into target cluster. This feature is used to allow for 

the replication of an exploitation environment to a site dedicated to development, test or 

maintenance. 

The following diagram depicts the mirroring tool placement in architectural form: 
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Figure 6: Mirroring architecture4 

 

In contrast of replication processes, mirroring provides duplication of data across the testbeds. 

The advantages of mirroring are multiple like single connections down, clients 

connection/session times longer (depending on the location of the testbeds), legislation (some 

data can be collected in a country while some other data should not). 

2.4.5 Integration of new UxVs 

D4.4 and D4.5 provide technical guidelines for new UxVs integration in the platform. As 

specified in D4.5, UxV providers need to implement an ñUxV Nodeò software module. This 

module is the software adaptor for RAWFIE, which will make the integrated UxV able to send 

measurements data, and to receive information and commands in standard format, mainly as 

JSON messages based on AVRO schemas. The RAWFIE ñUxV Nodeò module also 

implements Apache Kafka Publishers and Consumers software, for the communication with 

other RAWFIE components. 

2.4.6 Integration of new Testbeds 

Besides providing the needed equipment for network connectivity, Testbeds owners need to 

deploy on premises the following RAWFIE software components: 

¶ At least two local Apache Kafka message bus servers, for redundancy and high 

availability: these nodes realise the communication of the UxVs in the given Testbed, 

with other RAWFIE components  

¶ Testbed Manager: provides the software interface to store UxVs related information 

to the Local DB, to the Master Data Repository through the Testbed Directory Service 

and to the Triple Store DB through the SFA Aggregate Manager (see D4.4, D4.5, 

D4.7 for detailed information on the design and interactions of these components)   

¶ Triple Store DB and SFA Aggregate Manager: the SFA AM provides, through a 

REST API, advertising functionalities based on semantic searches on the local Triple 

                                                 
4 

https://www.packtpub.com/mapt/book/big_data_and_business_intelligence/9781782167938/4/ch04lvl1sec20/cl

uster-mirroring-in-kafka 
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Store. The same REST API is used for editing or adding new resources, to store local 

resources (UxVs) information in the Triple Store DB 

¶ Resource Controller (optional): provides resources controlling capabilities 

according to custom algorithms developed within the RAWFIE project 

¶ Monitoring Manager : provides Testbed side connection to the System Monitoring 

services and the related Frontend tools. 

These elements are distributed using Vagrant virtual machines, as described in section 2.4.5. 

Several Vagrant5 virtual machine image boxes provide testebed operators with an environment 

bundled with all the RAWFIE components and the required software for these components to 

function properly. These images include all the testbed services, such as the Testbed Manager, 

the Resource Controller, the message bus broker, etc. 

The distribution of these boxes to our testbed operators has two main benefits. First, we save 

time from building from scratch every time the required software environment to perform tests. 

Secondly, the distribution of ready-to-go images ensures that there will be no problems to our 

testers, due to software incompatibilities. In addition, with every upcoming upgrade to the 

RAWFIE components everything will continue to work properly.  

The process to integrate devices and testbeds in RAWFIE platform is straightforward: 

1. Testbeds provide information registered in RAWFIE database like location, name 

of the testbed, polygon of area or indoor map (if the testbeds is indoor) 

2. RAWFIE provides to testbed operator a VM for being installed in a local server 

3. VPN certificates created for the testbed and VPN connection 

4. Testbed operator registers via Testbed Manager the devices in database 

5. Trainings for the devices delivered in testbed 

6. Testbed is up and running 

Although the delivery of the devices to testbeds coming from 1st Open Call is ongoing, some 

testbeds have started the integration process to the RAWFIE platform. The first testbed ready 

for the integration was an indoor testbed providing experiments for UGVs in several rooms. 

Starting from the kick off meeting in Athens for the Open Calls 1 people from the University 

of Zaragoza provided an infrastructure of monitoring of the possible area of experiments. The 

Wi-Fi coverage was established and tested to all the areas. The next thing was the installation 

of a local RAWFIE server. The credentials for the VPN network was sent to the testbed and a 

Virtual image of machine embedding of the required aforementioned services was sent to the 

testbed. The indoor maps were created by a lidar-embedded sensor on the devices and sent for 

their integration to RAWFIE geoserver in order to be used by the Experiment Authoring Tool 

and the Visualization tool. The devices were compatible with the Message bus by 

implementing a kafka consumer and producer and work in the VPN network. The integration 

                                                 
5 https://www.vagrantup.com/  

https://www.vagrantup.com/
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was fulfilled with the training of the manufacturer to the testbed owners for the devices 

functionalities.   

 

 


























































































































































































































