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Abstract:

This deliverable describes the first version of the RAWFIE high lever architecture. An overview of
all components and there interaction is given. Also a state of the art summary of technologies
that may be used to implement the architecture is given.
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Part lll: Executive Summary

This deliverabledescribes the planed high level architecture of RAWFIE. First a general
overview of the architecture is given. Following each planned component is described and
relation to other components are notaéter this, several use cases of the RAWFIE system are
investigated and sequence diagrams visualize how these use cases will be handled using the
planned architecture. At the end of the document, an excestateeof the arsummary is given

thatlist technologies that may be used to implement the planned architecture.
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Part IV: Main Section

1 Introduction

1.1 Scope of D4

The DoW contains already @mprehensiveverview of the planned higlevel architecture.
This deliverablewvill go more into the technical thls:

Clearly outline all the planned components

Define the capabilities of the component interfaces

Show possible interactions and dependencies between different components
1 Describe the runtime environment of the components (cloud, local server, etc.)

= =4 A

In addition, this deliverable includes an analysis of existing technological solutions in areas
related to RAWFIE.

1.2 Relation to other deliverables

A detailed requirement analysis was given in D3.1. Based on these requiremehtspdacined
functionalitiesfrom the DoW, this architecture document was credfbed. stakeholders used in
the diagramaredescribel in detail withinD3.1.

D4.2 is expected tgrovide detailed components descriptions. Therefibre,intention of this
deliverables justto describethe components and their interfaces on a high level.

1.3 Abbreviations

Abbreviation Meaning

3D threedimensional space

API Application programming interface
AT Aerial Testbed

AUV Autonomous Underwater Vehicle
CA Certification Authority

DoW Descriptionof Work

EDL Experiment Description Language
EER Experiments and EDL Repository
EVS Experiment Validation Service
GUI graphical user interface

IDE integrated development environment
KPI Key Performance Indicator

MM Monitoring Manager

MT Maritime Testbed

NAT Network Address Translation
OMF Orbit Management Framework
OML ORBIT Measurement Library

12
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RC Resource Controller
REST Representational state transfer
SAML Security Assertion Markup Language
SOA Service Oriented Architecture
SOAP SimpleObject Access Protocol
SSO Single-Sign-On
™ Testbed Manager
UAV Unmanned Arial Vehicle
uGgv Unmanned Ground Vehicle
usv Unmanned Surface Vehicle
UxVv Unmanned aerial/ground/surface Vehicle
VT Vehicular Testbed
WSDL Web Services Description Language
XMPP Extensible Messaging and Presence Protocol

Table 1: Common abbreviations
1.4 Disambiguation

1 Module:

o Modules deal with code packaging and the dependencies among code.

o A setof code packages within one software product that provides a special
functionality

1 Component:

0 A reusable entity that provides a set of functionalities (or data) semantically
related. A component may encapsulate one or more modules or packages and
shouldprovide a well defined API for interaction

1 Subsystem
o A collection of components providing a subset of the system functionalities.
1 System

o0 A collection of subsystems atwd individualcomponents representing the system

as a whole.
1 Tool

0 A GUI implementationd do a special thing.gt he A Resource Expl o
search for a resource.

o Can be a module or component

2 Architectural Overview

This chapter gives an overview over the architecimekits components.

13
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The RAWFIE architecture consist of four ti€gseeFigurel):

1 Front-end tier Providing a web base@UI that enablesthe user to interact with the
RAWFIE system.

1 Middle tier: A collection of serviceand componentthat provide different management
and processing functionalitiesiddle tier entities should support deployment in cloud
environment

1 Data tier. A collection of repositories that store the different data types generated and
collected by RAWFIE

1 Testbed tier The software and hardware components dnaheeded to run the testbeds
and UxVs

Also RAWFIE will follow the Service Oriented Architectuf@9] paradigm:All componens
should provideclearly defined interface so that they can be easily accessed by other component
or they may be easilseplacedby other/better component with the same interface. The services
can be described inlanguages such ad/eb Servies Description Language (WSDI3Q].
Interacting with them is made possible by the useeofote service contrgirotocols such as
Simple Object Access Protoc®OAP) [81] or the Representational State Transfand RESY
resource invocation stylevhich are based on the populdyperText Transfer Protocol (HTTP)
These application protocols are relying on any communication system that supportssd@i P

as the Internet protocol stack (aka. IP or TCR/IP)

Additionally, a messag-based middlewarévia a MessageBus) will be used where suitable.
This can providea coherent communication model withstribution, replication reliability,
availability, redundancy, backup, consisten@nd servicesacross distributed heterogeneous
systemsThis Message Bscommunication system will interconnect all components and all tiers.
It can be used faxsynchronousotificationsandasynchronousethod calls / response handling
As such,it may be used for transmitting measuremehé will be routedrom produces (e.g.
UxVs) to theconsumers pertaining to tiMiddle tier / Data tier(e.g. experimentnonitoring,
visualisation odatarepositories

3 Components overview

This chapter describeat a high leve the componest and the interations between the
componentsDeliverable D4.2will give a more detailed description of tle®mponentsand
interfaces Chapter 5provides representativese cases andorrespondingsequence diagrams
depicting interactions between the various components

Component table

In the nextsections,components will be described by using tables, according to the following
template

15



= D4.1- High Level Design and Specification of RAWFIE Architecture
000
Component Name of the component or subsystem

Responsible partner

The main responsible partner. Other may also be involueay (be
added in parenthesis), but this partner has to coordinate the activit
this component.

Parent Component

None

Description A short description of the component
Provided List of functionalities and interfaces provides by #tosnponent
functionalities
Relation to other | How this component will interact with other components
components
Related user casq Use cases inchthecomponent is involved. See chapder
sections

Table 2: Templ ate for componentsd description
3.1 Front end tier
Component Web Portal
Responsible partner | Fraunhofer
Parent Component | None

Description The central user interfadbat providesaccess to most ahe RAWFIE
toolskervices and available documentation.
Provided - Login and acess control

functionalities

- Single sign on for each web tool
- Linkage of all web tools

Relation to other - Provides a single point of access to vagiousRAWFIE Tools
components through awveb GUI.
Related wuser case - 4.1User login authenticatiorandauthorisation
sections
Table 3: Web Portal
Component Resource ExplorerTool
Responsible partner | Fraunhofer
Parent Component | Web Portal

Description The experimenter can discover and select available testbeds as
resources inside a testbed with this tool

Provided - Visualize Data from the fTe

functionalities - Provide ability to search and selestailable resources inside

testbed

Relation to other - IN « Testbeds Directory Service

components - OUT- Booking tool(send selected resources)

Related user case - 4.3.1Search for a resource

sections

16
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Table 4: Resource Explorer Too
Component Booking Tool
Responsible partner | Fraunhofer
Parent Component | Web Portal
Description The experimenter can discover aselect available testbeds as well
resources inside a testbed with this tool
Provided - Visualize the available dates and timeslots for each tes

resources (calendar view)
- Select the preferred date, timeslot and/or space fragmen!
testbed
- Reserve the UxV resources fspecifiedime interval

Relation to other - IN/OUT?2 Booking Service (existing bookings/new bookings
components
Related user case - 4.3.2Book a resource
sections
Table 5: Booking Tool
Component Experiment Authoring Tool
Responsible partner | UOA
Parent Component | Web Portal

Description This componenis actuallya mllection of toolsfor defining
experiments and authoring EDL scripts through RAWFIE welapoitt
will provide features to handle @msrcerequirements/configuration,
location/topology informationtask description ed.

Provided Thesupported functionalities are:

functionalities

- Experiment Definition Languag&DL)

- Textual EDL editor (with syntax highlighting)

- Visual EDL editor (descritsescript with graphical elements)
- Textual and visual editos/nchronization

- SavingEDL scripts

- Versioning of EDL scripts

- Experimentvalidation

- ManualExperiment launching

Relation to other
components

The autloring tool will be connected with thegpective components
the middle and data tierShe use oEDL textual and visual editors wil
trigger EDL compiler and experiment validatidsackend serviceto
perform syntactic and semantic analysis of the EDL scripte
authoring tool will be comected with the launching servicer
scheduling the experimeekecutiors. Moreover,this tool will interact
with the EDL repositry of the data tierin order toretrieve antbr store
EDL scripts.

- IN « EDL Compiler and Validation
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- IN « Experiment ValidatiorService

- IN « Launching Service

- IN « Experiment and EDL Repository

- OUT- Textual and visual editor tools
Related wuser case - 4.2EDL editing
sections

Table 6: Experiment Authoring Too

Component Experiment Monitoring T ool
Responsible partner | Fraunhofer
Parent Component | Web Portal

Description Shows the status of experiments aonfl the resources used 0

experimers.
Provided - Show status of experiments (filtered by user rights)
functionalities - Show status of resources (filtered by experiments & user rig
Relation to other - IN « Launching service (state of experiments)
components - IN « Launching service (state tfsourcep
Related wuser case - 4.4Experiment launchingnd execution
sections

Table 7: Experiment Monitoring Tool

Component SystemM onitoring Tool
Responsible partner | Fraunhofer
Parent Component | WebPortal
Description Shows the statuand the readiness of thearious RAWFIE services

(mainly the ones residing in the middle tier)
Provided - Show status of RAWFIE system infrastructure
functionalities - Highlight potential problems
Relation to other - IN « System Monitoring Service (state of middle tier
components infrastructurg
Related wuser case - 4.8 monitoring
sections

Table 8: System Monitoring Tool

Component UxV Navigation Tool
Responsible partner | CERTH
Parent Component | Web Portal

Description

This component will provide to the user the ability to remotely navi
a squd of UxVs. Through a user friendly interface, the experime
will specify the required details of the experiment, provid
information regarding the number of the vehicles, the number o

18



D4.1- High Level Design and Specification of RAWFIE Architecture

units etc.

Navigating an UxV is not an easy task and requimégl instructions
and an extensive training to become proficient. The UxV Naviga
Tool will provide the ability to normexpert users to remotely guide
squad of robotic vehicles so as to perform basic navigation mig
such as waypoint navigatiomap construction, area surveillance 4§
path planning.

The virtual controller will allow the experimenter to guide the vehi
using a turn based navigation mechanism and to collect data fron|
equipped sensors. Through the provided interfaces, ussesify the|
next desired location for each unit. In the sequel, these instructio
transmitt eResoutceoC o b h e cahdi seguentially, an
translated, evaluated and delivered to the robots. When all the ve
reach their desired positiongtUxV Navigation Tool is ready to acce
a new set of instructions.

It is worth noting that in collaboration with the Monitoring tool,
component will inform the experimenters about the current positid
the units, their sensordés meas

Provided
functionalities

Experiments will have the ability to select the next desired locatio
each unit using one of the following interfaces:

- A map of the area will illustrate the current position of €
robot. Simply, by clicking on the map, thears define the ne
desired location.

- Users will also have the option to manually navigate the rg
by providing the coordinates of the next chosen position

Relation to other - OUT- Resource Contrglrangni t t i ng t he us
components - OUT - SystemMonitoring Tod
Related user case - 4.10UxV remote control
sections
Table 9: UxV Navigation Tool

Component Visualization Tool
Responsible partner | EPSILON
Parent Component | Web Portal
Description 2D or/and3D visualisation of the resources in an experiment
Provided 1 (Real time) Geospatial data visualisatiowMS and WFS
functionalities services) in 2D or/and 3D;

1 Showl/track all moving UXV resources;

9 visually connect components and display relevant param

through WPS service

Relation to other
components

- IN « Use the UxV resource/Data service
- IN « Visualization engine
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Related user case - 4.7View visualization of running experiment

sections

Table 10: Visualization Tool

Component Data AnalysisTool

Responsible partner | HESSO

Parent Component | Web Portal

Description Starts data analysis learning tasks and displays their results.

Provided - Starts datanalysisprocesses

- Visualizes dataf r om t he AMeasur e mg
repository

- Browses the results from past an&ys

- Provide ommandgo the Data Analysis Engine

- Specifies data analytical/learning tasks to be execute(

specific streaming datasets

Relation to other - IN « MeasuremeniResults and Statuspository
components - IN/OUT?2 Data Analysis Enginégesultgcommands)
Related wuser case - 4.6Data analysis
sections
Table 11: Data Analysis Tool
3.2 Middle Tier
Component EDL Compiler & Validator
Responsible partner | UoA
Parent Component | None

Description

The EDL validator will be responsible for performingyntactic ang
semantic analysis on the provided EDL s&ifjithe validation will be
performedon top of the proposed EDL model that will be based
specific grammar. The EDL will give the oppamity to developers t
define commands related to the experiments coveringsskkespatio
temporal instructiongo the UxVs,communicationcontrol, sensing o
nodesand datamanagementThe validator will access the provid
script and identify ap semantic errors that coulgeopardize thg
execution of the experiment.

Specific constraints should be fulfilled when the experiment work
is defined. These catrains will be continuously checked by tf
proposed authoring to@nd in case some of theamne validated to bg
false the errors will be presented to the experimenters through va
means (e.g.,warnings). Finally, when no errors are pment, theg
component will have the opportunity to generspecific files e.g., paf
of the final code to be uploaded in the UxMaput to the validator
input to the testbed proxy)
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Provided Validated EDL scriptereated either with thiextual orthe visualeditor

functionalities

are based onthe EDL grammar an@ setof pre-definedrules (i.e,
syntactically, regarding spatial and/or spatiotemporal availabilit
selected resourcescontro). The following list presents th
functionalities offered by thealidator.
- It provides syntactic and semantic validation of each experi
workflow.
- It appliesa set of constraintthat should be met in order to ha
a valid experiment.
- It is capable of applying semantic checking for no
communication, spatitemporal management, sensing and (
management.
- It performs code generation in the appropriatenat in order tg
be uploaded into the RAWFIE nodes.

Relation to other
components

The validator will be connected with the provided editors as we
with componets available in the datand the middletier. The
authoring tool will provide input to thealidator in the form of ai
experiment workflow. The validator will retrieve the necessary
(e.g., EDL model, constraints, templates) stored in the data tier an
generate specific code blocks ready to be uploaded in the ava
nodes.The outpt of the validator will be adopted by a number
components like the Experiment Validation Service (EVS) or
Launching Service and tHexperiment ControllerMoreover, the EDL
validator will have access to the services provided in the data t
orde to store or retrieve party a wholeexperimentFinally, specific
parts of an experiment will be transferred to the testbed tier and,
the EDL validator will be combined with services available in the Ig
tier of the RAWFIE architectureThe folowing reports on the
connection of the EDL Compiler & Validator with the remain
components of the RAWFIE architecture:

- IN « Experiment Authoring Tool

- OUT- Experiments and EDL Repository

- OUT- ExperimentValidationService

- OUT- Experiment Controller

- OUT- Testbed Proxy

Related user case

sections

- 4.2EDL editing

Table 12: EDL Compiler & Validator

Component

Experiment Validation Service

Responsible partner

UOA

Parent Component

None

Description

The Experiment Validation Service (EVS) will be responsible
validate every experiment as far as execution issues concern
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means that the EVS will validate if each experiment can efficientl
executed in the selected testbed. The aim is to hayeRAWFIE
following a proactive approach through which the framework will
confident that an experiment will be executed without any problen|
number of constraints will be defined by experts that should be
during the experiment execution. Consitai will be related to th
spatietemporal aspect of the experiments. For instance, the EVS g
check if during the execution of an experiment collisions are av(
and UxVs will efficiently fulfil their missionFor this, the routes of eaq
UxV shouldbe defined and possible collisions will be identified. T
will stand either in terms of a single experiment or in terms of mul
experiments. Hence, RAWFIE will be capable of supporting
execution of multiple experiments running in parallel ifcotire, there
is availability of UxVs. Cross experiments validation will be perforn
accompanied by qualitative characteristics of an experiment.
instance, the EVS, based on each experiment workflow, retdin
security and qualitative issues. Commuation between nodes will
secured as well as collision avoidance and qualitative control activi

R A w
Q00
Provided

functionalities

The EVS aims to secure the qualitative and efficient execution of

experiment. Validated EDL scripts whie the input to the EVS and tf

result will be a set of possible errors that the experimenter s

satisfy before the actual execution of the experiment. The followin

presents the functionalities offered by the EVS:

1 It provides semantic validation efach experiment workflovior the
specific testbed

1 It checks the fulfilment o& set of constraintdefined by experts fo
the specific testbed.

1 Itis capable ofetaining security issues e.g., collision avoidance,
the qualitative aspects of each ekment. Efficient communicatior]
and control of the UxVs team will h@erformedin order to increas
the performance of the system.

1 It performs cross experiment validation in order to help
maximizing the performance of RAWFIE framework.

Relation to other
components

The EVS will be combined with the EDL validator receiving
experiment workflow as inputhe EVS will resultin a set of errors o
will confirm the efficient execution of an experiment, information f{
will be adopted by other middle tier services (e.g., launching sel
experimentontrol). Moreover, the EVS will have access to the serv
provided in the dattier in order to retrieve parts or a whole experim
Finally, specific parts of an experiment will be transferred to the tes
tier and, thus, the EVS will be combined with services available i
lower tier of the RAWFIE architecturd@he following reports on thg
connection of the EDL Compiler & Validator with the remain
components of the RAWFIE architecture:

- IN « EDL Compiler & Validator

- IN « Testbeds Directory Service
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- IN « Testbeds and resources Repository
- IN/OUT?2 Experiments and EDL Repository
- OUT- Experiment Authoring Tool
Related wuser case - 4.2EDL editing
sections
Table 13: Experiment Validation Service
Component Users& Rights Service
Responsible partner | Fraunhofer
Parent Component | None

Description

Manages all the users, roles and rights in the system.

Provided
functionalities

- Check the authentication of uses
- Authorization service (check if a user is allowed to do
specific action)

Relation to other - All components that need to checisersauthenticationand
components authorizations
Related user case - 4.1User login authenticatiormandauthorisation
sections
Table 14: Users & Rights Service
Component Booking Service
Responsible partner | Fraunhofer
Parent Component | None

Description

Manages bookings of resources

Provided
functionalities

- Coordinate use of testbed resources among experimenters
- Notification mechanisms (reminder for experiments)
- Ensure fairness in resource bookings

Relation to other - IN/OUT?2 Booking Service (new bookings/existing bookings
components - IN/JOUT 2 Bookings Repository (existing bookings/ng
bookings)
Related user cae - 4.3.2Book a resource
sections
Table 15: Booking Service
Component Launching Service
Responsible partner | UOA
Parent Component | None

Description

Schedulesind launchegxecutions of the experiments together with
assigned booked resources

The Launching Service (LS) will be responsible for scheduling
execution of experiment#.will support two aspects of launching:
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(a) Shortterm launching: The LS through a specific interface W
give the opportunity to experimenters to execute in rea fpre
defined and prapproved experiments stored in the RAWH
systemlt should be noted that this functionality will be availabl
the corresponding testbed is already configured (i.e., UxVs 3
place and the necessary code is uploaded to notles)LS will
take as input the experiment(s) and will execute them in sequ
or in parallel according to the experimenters directions.

Long-term launching The LS will identify which experimen
should be executedccordingto the available bookingst should
be noted, that the LS will execute only authorized and appr
experiments based on spatemporal constraints.

(b)

Provided
functionalities

The LS will provide the following functionalities:

- It schedules experiment executiommsed on experimemss
bookings.

- It initiates the execution of an experiment or set of experim
real time or according to the scheduling

- It schedules the sequential or the parallel
experiments.

- It supports the real time execution of jolefined and pre
approvecdexperiments

execution

Relation to other| The LS will have interaction with a number of components in
components middle, data and testbed tietswill receive/retrieve instructions fror
expeimenters through real time interactiorr ¢hrough bookings
Accordingly, it will send instructions to the testbed tier in orde
secure the execution of an experiment.
- IN « Experiment Authoring Tool
- IN « Bookings Repository
- OUT- Testbed Proxy
- OUT- Experiment Controller
Related wuser case - 4.4Experiment launchingnd execution
sections
Table 16: Launching Service
Component Experiment Controller
Responsible partner | CERTH
Parent Component | None

Description

The Experiment Controller (EC) is a service placed inNhedle tier
and is responsible to monitor the smooth execution of each exper
Thetaskof the ECis not on the control of the Ux\Wirectly as this will
be done through the Testbed Prokize maintaskis the monitoring ol

the experiment executiorwhile act i ng as Obr o
experimenter and the resourcegnear) real time
The EC willprovidescapabi |l ities to supjf
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possiblyinvolving multiple testbedsswell as to support the manu
override of specific instructions to the resources while the experim
running. The EC will identify if the experiment runs smoottapd will

inform the upper layer in order fresentthe necessary information

the exm@rimenter. In addition, the EC will control the ddraw or
processedyent back by the nodes. Hence, the B@ong otherswill

have access in the Data tier in order to be capable of retrievin
necessary datdhe use of the EC in the middle tier gives RAWFIE
opportunity to include more intelligence in the functionalities provi
related to the execution of the experimeautsl the level description 1
waypoints (.eg., implmeent patterns of vehicle moveméke
expanding ringJor instance, the system could have a view on
correct execution of the experimeworkflow, to combine multiplg
UxV / Testbed types in the same experin@mtio be able to monitor th
execution of more complex scenarios

Provided
functionalities

1 The EC monitors the course of actions during the experin
execution and informs the appropriate services in the femoa|
layer.

1 It gains access to the Data tier in order to be capab
retrieving data that are going to be presemetie upper layer.

9 It forwards instructionsrébm the experimenter to thesource
for overriding the already defined experiment workflows.

Relation to other - IN « Launching Service
components - IN/JOUT?2 Testbed Proxy

- IN/JOUT 2 Measurements, ResultsStatus

- OUT- SystemMonitoring Tool

- OUT- ExperimentMonitoring Tool
Related wuser case - 4.4Experiment launchingnd execution
sections

Table 17: Experiment Controller

Component Data AnalysisEngine
Responsible partner | HESSO
Parent Component | None

Description

Enables the execution of dgieocessing jobs by sending requests tg
processing engine (either stream processing engine, batch or-
batch. Contains two major components:
- Compute Engine: the implementation
computations (eg: BLAS operations, etc).
- Frontend: theportion that relays data to the compute engin
also is responsible for requesting all available data (requirer
message bus schema registry).

that distribt

Provided

- Requests available schemas from the Schema redisiry is a
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functionalities subcomponent othe message bus. It is the portion that han
version invariance.
- Requests the execution of a stream/batch processing job
- Browses the results from the different analyses on thev&kee
cache systepwhich contains the results of the analysis.
- Storeslhe results of the analysis alNoSQL database store.
Relation to other - IN/OUT 2 Data Analysis Tool
components - IN/OUT « Measurements, Results and Status Repos
(measurements/results)
Related wuser case - 4.6Data analysis
sections
Table 18: Data Analysis Engine
Component SystemM onitoring Service

Responsible partner | Fraunhofe( CERTH)

Parent Component | None

Description Checks readiness of main components and ensure that all ¢
software modules will perform at optimum levels.

Predefined actions are triggered whenever the corresponding con
are met, or whenever thresholds are reached, or whenever an e
set of events are encountered, or the output of the previously men
operations is stored for reference or forwarded to another process

Provided - Check the performance, utilizing Key Performance Indica

functionalities (KPI)

- Run predefined actiowhen triggers are reached

- Send notifications (e.g. via email)

- Capture alarms caused by malfuction or underperforman
the equipment.

Relation to other - IN « Status andperformancevalues from all middle tig
components components

- OUT- System Monitorig Tool
- OUT- some component (preforming a predefined action)
- OUT - some messaging systemseér notificationse.g. via

email)
Related wuser case - 4.8Systemmonitoring
sections

Table 19: System Monitoring Service
Component Testbeds Directory Service

Responsible partner | IES

Parent Component | None

Description Represents a registry service of the middleware tier where a
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integrated testbeds and resources accessible from the federated f3
are listed, belonging to the RAWFIE federation.

This service will be the actual software interface for the Teg
Directory, that will include information relevant to the testbeds
possibly their resources (location, facilities) as well information or
capabilities of a particular resource and its requirements for exeq
experiments e.g. in terms of interc@etivity or dependencies

Provided Provides an Application Programming Interface (API), impleme
functionalities using standard architectural styles and protocols such as RE
SOAP Web Services. This API allows other components to get &
to theinformation contained in the corresponding reposi(digstbeds
& Resources)
Provides the pointers to the different testbeds belonging tg
RAWFIE federation.
In particular, using the providedfsware API itwill be possible to:
- Populate the TestbedsResources Repository
- Look at the available testbeds list, and at their status
booked, in use, and so on)
- Look at the available resources within a given testbed, a
their status (free, booked, in use, not operational, and so on
- Look at thedescription and characteristics of the testbeds (n
location, available resources)
- Look at the description and characteristics of each resourc
given testbed
- Look at the testbeds and resources capabilities in tern
available technologies anelsts

Relation to other - IN/OUT 2 Resource Explorer Tool

components The component API is invoked by the Resource Explorer tg
list the available testbeds and, for each testbed, the ava
resources. This service will be accessed whenevel
experimenter wants to retrieve information related to avail
testbeds and resources using the respective érahtool.

- IN/OUT 2 Testbeds & Resources Repository
The provided API, which will be in charge of executing
gueries to the Testbeds & Resmes Repository, could alg
allow advanced searching capabilities based on specific filtg

Related user case - 4.3.1Search for a resource
sections

Table 20: Testbeds Directory Service

Component Message Bus

Responsible partner | IES

Parent Component | None

Description Message Oriented Middlewaresad across all tiers to enal
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asynchronous eventbased messaging between heterogene
componentsimplements the Publish/Subscribe paradigm.
Different message brokers implementations and protocols for
formatting and messaging will be investigated, these include:

- ActiveMQ

- RabbitMQ

- ApacheKafka

- MQTT
One or moreof the above solutions are expected to be part of
RAWEFIE architecture, aording to therequirements that will identifie
for each specificcommunication scenaripsanging from theneed to|
publishUxVs measurements to the software components running d
upper layers, to the communication betweenupper layersoftware
components themselveSome information about the abovementio
message brokers implementation and protocols are provided in §
5.2.9

Provided
functionalities

- Send aynchronous notificationsn specific events (e.g. bookir
notifications)

- Handle Publisher/Subscriber  (or  Publisher/Consun
relationships between components

- Possibility to luffer messages persistenttp ensure delivery 0
messagesven in case afetwork or system fault

- Ability to handle messages sent at various different revis
This prevents consumers subscribed to previous revisions
having their components break. This allows for producer
addition/modification of neyexisting fields (correspondingly
while not breaking consumer processes. This is added
general concept in the architecture as 'Schema Registry'

Relation to other
components

Different componentsire involved in the communication through t
Message Bs. Possible communication scenarios inclutlee ones
described in the following
IN «

- the Resource Manager in the Testbed Tier publishes inform
on measurements through timessagédroker in the Monitoring
& TestbedManager

- the Resource Manager tradk$éormation on the position of th
UxVs while the test is running, and publish them for the
Visualisation Engine / Tool (for final visualisation of t
resources position on the Web Portal)

OuT -

- the Resource Managen the Testbed Tier getmeasurements (
other information about the status of a specific resource )
Communication betweedifferent UxVs while an experiment i
running

- the Monitoring Service / Tool consumenformation on
measurements published thye Resource Manager
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- the 3D VisualisationEngine / Toolconsume information abo
the positions of resources (resources tracks), fioal
visualisation on the Web Portal
Related user cas€ Use case diagrams related to the Message Bus will be detailed i
sections WP4deliverables
Table 21: Message Bus
3.3 Data tier
Component Testbeds& R esourcesRepository
Responsible partner | IES
Parent Component | None

Description

The Testbed and Resources Repository contains relevant inforr
about availabldestbeds (federated through the RAWFIE platform)
their resources , such as:

- Testbed name and testbed URL (if a dedicated access po
also available for a specific testbed)

- Description and overview of each testbed facilities,
correspondingasources (e.g. available UxVs)

- Overview of the reservations linked to each specific tes
(through the relationship with the Booking Directory)

- Description and overview of specific resources (e.g. t
technologies, tests that can be executed, and so on) for
given testbed

- Information on the capabilities of a particular resource an
requirements for executing experiments e.g. in terms
interconnectivity or dependencies

Provided
functionalities

For each testbed at least the following information shall be available:
- Its name
- lIts location
- A short description (possibly mentioning guidelines applyin
the testbed usage)
- Type of resoure(s) available
- Total number of resources available
- Total number of resources in use
- List of resources
- EDL control capabilities supported
- Connectivity status

with an i

Relation to other - IN/OUT 2 Testbeds Directory Service
components

Related user case - 4.3.1Search for a resource

sections

Table 22: Testbeds & Resources Repository
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Component Experiments & EDL Repository

Responsible partner | UocA

Parent Component | None

Description

The Experiments and EDL Repositor{fER) provides the necessal
functionalities for having the experiments and EDL related data s
in to the data tier. The EDL scripts, templates and-defened
constraints will be stored in the appropriate fornratorder to beg
efficiently retrieved by theest component of the RAWFIE framewo
It should be noted that the appropriate metadata will be adopted fo
experiment.The access to the EER will be done through interope
interfaces ensuring the compatibility and interoperability with o
conmponents of the architecture.

Provided
functionalities

The EEE functionalities are as follows:

- It provides functionalities fosearchingretrieving, storing and
updating of EDL scripts.

- It supports ersioningof the available experiments.

Relation to other | The EER will be mainly combined with the components related t(
components middle tier responsible for handling the experiment workflows.
Related wuser case - 4.2EDL editing
sections
Table 23: Experiments & EDL Repository
Component Bookings Repository
Responsible partner | Fraunhofer
Parent Component | None

Description Stores bookings and reservations of resources
Provided - Store time and resources that are reserved by an experimer
functionalities
Relation to other - IN/OUT 2 BookingService
components
Related user case - 4.3.2Book a resource
sections

Table 24: Bookings Repository
Component Measurements, Result® StatusRepository
Responsible partner | HESSO
Parent Component | None

Description

DataStoral includes:
- State & experiment executions
- Raw measurement®llected during an experiment
- Results of data analyses of measurements
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Provided - Load & store

functionalities

Relation to other - IN « UxV (via Experiment Controllgr(store measurements)

components - IN/OUT 2 Data Analysis Enginéesultsmeasuremenys

Related user case - 4.6Data analysis

sections
Table 25: Measurements, Results & Status Repository

Component Users& Rights Repository

Responsible partner | Fraunhofer

Parent Component | None

Description Management of authorizations and access rights. Will probably
LDAP server.

Provided - LDAP interface

functionalities

Relation to other - IN/JOUT?2 Users& RightsService

components

Related user case - 4.1User login authenticatiormandauthorisation

sections

3.4 Testbed tier

Table 26: Users & Rights Repository

Component Testbed Proxy
Responsible partner | UOA
Parent Component | None

Description

Handles the communication between thstbedfacility and the res
tiers of RAWFIE architecturelt lies on the server sidef each
RAWFIE compliant testbethcility. Several instances of Testbed pra
can run at the same time in a RAWFIE testbed facility

Provided
functionalities

Ensuresommunicatiorwith Middle Tier
Ensures communication with Data Tier

Relation to other
components

IN/OUT @

Monitoring Service
Resource Directory Service
Experiment Controller

®)
cC
-

IP addresses of TP of the integrated testbed are regis
to Testbed Directory.

Testbed and Resources Repository
Measurements Results and Status
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Related user case - 4.3Resource booking and reservation
sectiong! - 4.4Experiment launchingnd execution

- 4.5Measurements recording

- 4.9Testbed monitoring

Table 27: Testbed Proxy

Component Testbed Manager
Responsible partner | UOA
Parent Component | None

Description Contains accumulated information from the experiments and the dg
in the testbedlt is responsible to address initial testbed registration
periodic update®f testbedon-going experiments. Thisformation is
accessed by the relevantddle tier service.

Provided - Registers the testbed to the middle tier

functionalities

- Contains the registration log for the experiments in the teste

- Periodically checks the status of #periments

- Forwards the status of the experiments to Data Repository &
Monitoring Tool

- Stores configuration parameters for the UxVs in the rele
Testbed

- Buffer data in case of network connection loss to the Mi
Tier. The TM stores the last itace of each experiment as a |
back mechanism in case that testbed loses the connectio
the middle tier. For example if there is a network problem dy
the execution of the experiments, TM stores the information
would be forwarded to the Batier.

Relation to other - IN/JOUT?2 Testbed Proxy
components - IN/OUT 2 Experiment Controller
Related wuser case - 4.3Resource booking and reservation
sections - 4.4Experiment launchingnd execution

- 4.5Measurements recording

- 4.9Testbed monitoring

Table 28: Testbed Manager

Component Monitoring Manager
Responsible partner | UOA
Parent Component | None

Description Monitors the statu®f the testbed and the devices belonging tati
functional |l evel, i ancecurtertt activilyh e a
Provided - Periodically check the current status of the available resourg

functionalities

the facility like battery lifetimeCPU load, free RAM, biterror
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rate, etc.
- Periodically check the status of the testbed facilities like we3
conditions, network connections available, etc.
- Stores the status of the testbed characteristics and the deVv
a data log
Relation to othe IN/OUT 2 Testbed Proxy
components IN/OUT 2 Data Tier
Related user case - 4.3Resource booking and reservation
sections - 4.9Testbed monitoring
Table 29: Monitoring Manager
Component Network Controller
Responsible partner | Uoa
Parent Component | None
Description Manages the network connections and the switching between dif
technologies in the testbed. For example& problem occurs in th
communication of the resource with the RC and subsequently wit
Experiment Manager on the RAWFIE middleware, alfaitk interface
IS engaged. Through this procedure, the other netwo
interface/device is enabled to avoid the uncontrolled operation @
mobile unit and associated damages in the infrastructure. In additig
component is responsible for secuiiggues. The switching alternati
can be also triggered by the executed experiment.
Provided - Interfaces a local authorization module for allowing dif

booking and executing RAWFIE compliant experiments
- Provisioning of the network connections/technologies requ
during an experiment
- Checks the communication when devices are moving bet
obstacles

Relation to other IN/OUT 2 Testbed Proxy
components INJOUT @ Experiment Controller
Related wuser case - 4.4Experiment launchingnd execution
sections - 4.9Testbed monitoring

- 4.10UxV remote control

Table 30: Network Controller
Component Resource Controller
Responsible partner | CERTH
Parent Component | None
Description The cor e component of t he n g
Controllero which ensures the

RC commands each device to switch onboard sensors on afitdtb&
s ame ti me, Resour ce Controll e
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Data Tier for the gathered measurements of the sensors of each dg
ALaunching
transfer
The
EDL
translated in a form of a set of waints. These waypoints provig
basic information about the preferable locations for each UxV. Th
of the waypoints for each robot defines the path that the experim
have shaped. For the navigation of a robot from its current positi
the loation described by the next waypoint, the system requires a
The
optimize the navigation process which takes place during a turn.

Resource Controller component navigates simultaneoushhelunits
of the squad. It is worth noting that the time needed for each rof
reach its desired location is not the same for all units. Thus, thg
concludes when all the robots reach their next location.

Additionally, it is worth mentioning that irtase of emergence, t
fiResource Controllér
navigate the units back to a safe position, as soon as possible.

T o o | OExpenmterd Catroller'sso asita
user6s preferences a
AExper i menitniQoinatlrlioyl,l etrr i g
Repositoryo component an

main objective of t he A R

coll aborates with t

Provided
functionalities

- The calculation the neamptimal path that the vehicles shol
follow in order to reach the desired location.

- The translation of the ope
reference scheme, compati bl

- The assurance that the system is performing as intended af
the equipment is safe.

- Publishsensor values to the Data Tier/ Monitoring Tool

Relation to other - IN « Launching Service
components - IN/JOUT 2 Testbed Proxy

- IN/OUT 2 Monitoring Tool

- IN/OUT 2 Data Tier

- IN/OUT 2 Experiment Controller
Related wuser case - 4.4 Experiment launching amckecution (UOA and CERTH)
sections - 4.11UxV remote control (CERTH)

Table 31: Resource Controller

Component Navigation Service

Responsible partner

CERTH

Parent Component

Resource Controller

Description

The main objective of thei Navi gati on
optimize the navigation process which takes place during a turn.

Servi

- The optimization algorithm will be based on the Cogniti
based Adaptive Optimization (CAO) approach. CAO transfq
the navigation problem into an optiation one, which in ever
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time step the goal is to optimize the location of the UxVs g
meet the objectives of the mission with respect to a sq
constraints.
Provided - Validate the next candidate position for each vehicle
functionalities
Relation to other 1 IN/OUT -> Resource Controller
components
Related user case - 4.4 Experiment launching and execution (UOA and CERTH
sections - 4.11UxV remote control (CERTH)
Table 32: Navigation Service
Component UxV node
Responsiblepartner | CSEM (MST, Robotnik)
Parent Component | None

Description A single UxV node. The UxV is a complatebile system that interact
with the other Testbed entitiels.can be remotely controlled or able
act and move autonomously

Provided According to [Brugali 07] the UxV can be decomposed into four grg

functionalities

(hardware interfaces, information processing, vehicle control, decig
making). They include the following unordered and-+eahaustive list
of functions and services:

- Physical intefaces to vehicle actuators and sensors
Network connection

- Data acquisition

- Data storage

- Data preprocessing (aggregation, fusion, etc.)

- Data management, representation, transfer, etc.

- Local time reference and time stamping service

- Location eference and getagging service (location retrieval,
coordinate management)

- Navigation and autonomous control (involves an internal
representation of its environment, map, location awareness,
planning, obstacle avoidance, waypoint management, hazar
management), decisiemaking service.

- Remote control interface, Human Robot Interaction [Goodrig
07]

- Status of the UxV (attitudmertial measurement unit, energy,
speed, sanity, mode, etc.)

- Identification, transponding, friend or foe

Payload status

- Etc.

The specific component that allows the UxV for interacting with
Testbed and its constituents is making use of several of the
function and services. It will feed the Testbed experiment databass
collected data, recorded events, flight infonmat etc.) and it will be
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fed with the instructions and commands corresponding to the misg
is assigned to in the context of the experiment. It may offer a
platform for other Testbed components to transfer data to the g
control and experinté control.
Relation to other - IN/OUT 2 ResourceContrdler
components
Related wuser case - 4.4 Experiment launching and execution (UOA and CERTH
sections - 4.9Testbed monitoring
- 4.11UxV remote control (CERTH)
Table 33: UxV node
Component UxV - Network communication
Responsible partner | CSEM
Parent Component | UxV node

Description Providescommunication services tbhe UxV
These services form the basis for the other services to interact w
UxV (basically all features listed in the UxV node.
Provided - ldentification service

functionalities

- Data transfer service

- Status notification

- Capabilities and directory services
- Reconfiguration

Relation to other - IN/OUT 2 Network controller
components - IN/OUT 2 Experiment controller

- IN/JOUT 2 System monitoring
Related wuser case - 4.4 Experiment launching and execution (UOA and CERTH
sections - 4.9Testbed monitoring

- 4.11UxV remote control (CERTH)

Table 34: UxV - Network communication

Component UxV i Sensors &Localization

Responsible partner

CSEM(MST, Robotnik)

Parent Component

UxV node fixed testbed node

Description

Providesinterfaces tdifferents installed on the Ux§&ensor

Provided
functionalities

Sensors are providing the application with measurement p
typically tuples made of a location a timestamp, a source sensor a
or several samplings.

Localisation is a specific type of measurement using positio
systems or a combination of measurements to estimate a location.

- Estimated position of the Ux®nd collected data
- Sensors (fixed and mountable)
- Raw data acquisition
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Relation to other
components

- OUT- On board processing

- OUT- On board storage (buffering)

- OUT- Measurements, &ults&StatusRepository
- IN/JOUT 2 Experiment controller

Related user case
sections

- 4.4 Experiment launching and execution (UOA and CERTH
- 4.9Testbed monitoring
- 4.11 UxV remote control (CERTH)

Table 35: UxV i Sensors & Localization

Component

UxV 1 On board storage

Responsible partner

CSEM (MST, Robotnik)

Parent Component

UxV node

Description

Provides storage of data inside the UxV

Provided
functionalities

- The UxV embeds some storagestore data. Typically, the daf
corresponds to measurements that cannot be sent ovg
communication link to the testbed manager

- Status UxV information produced during an experiment wil
internally stored for later UxV maintenance

Relation to other
components

- IN « UxV 1 Sensors & Localization

- IN/OUT 2@ Network controller

- OuUT?a Resource controller

- IN/OUT 2 Measurements, &ults &StatusReposotiry

Related user case
sections

- 4.4 Experiment launching and execution (UOA and CERTH
- 4.9Testbed monitoring
- 4.11 UxV remote control (CERTH)

Table 36: UxV i On board storage

Component

UxV i On board processing

Responsible partner

CSEM(MST, Robotnik)

Parent Component

UxV node

Description

Provides processing of data inside the UxV

Provided
functionalities

- The UxV is able to process the sampled data produced |
sensors or other information it has receivédough the
communication links to either increase the information leve
compress the data elements into more concise or aggre
forms, such as compressed format, spectrographic ang
averages, FFT, etc.

Relation to other
components

- IN « UxV 1 Sensors & Localization

- IN/OUT 2 Network controller

- IN/OUT 2 Experiment controller

- IN/OUT 2@ Measurements, results & status

Related wuser case€

- 4.4 Experiment launching and execution (UOA and CERTH
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sections - 4.9Testbed monitoring

- 4.11 UxV remote control (CERTH)

Table 37: UxV 1T On board processing

Component UxV 1 Devicemanagement
Responsible partner | CSEM
Parent Component | UxV node
Description Providesnetwork management fone UxV
Provided - Network connection to the base state

- Ad-hoc networks
- Device sensocontrolling

Relation to other
components

- IN/OUT 2 Network controller
- OUT?2 Resource controller

Related user case
sections

- 4.4 Experiment launching and execution (UOA and CERTH
- 4.9Testbed monitoring
- 4.11 UxV remote control (CERTH)

Table 38: UxV i Device management
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3.5 Requirement mapping

The following table shows an overview which requirements (from D3.1) can be mapped to a component. Pleasearmiaptbaif
requirementsvere notmapped to the architecture ingliirst phase.This refers to requirements HB-007 and TBG-009 which are
expected to bhandled in the second version of the architecture.

Components Functional Requirements Non Functional Requirements
Global PT-NF-008, PFNF-007, PFNF-006,
PT-NF-004,PT-NF-009, PFNF-012
Front end tier PT-NF-001
Web Portal PT-GEN-001, PFGEN-002, PFP-002
Resource Explorer Tool PT-P-001, PTA-016
Booking Tool PT-A-016, PFB-001, PTFB-002, PTB-003, PTB- | PT-NF-002
005, PFL-002
Experiment Authoring Tool PT-A-001, PTFA-002, PFA-004, PFA-005, PTFA-
006, PFA-007, PFA-008, PFA-009, PFA-010, PF
A-011, PFA-012, PTA-013, PFA-015, PTL-010
Experiment Monitoring Tool PT-L-001, PFL-003, PFL-004 PT-NF-005

System Monitoring Tool

PT-GEN-004

UxV Navigation Tool

PT-L-008, PFL-009

Visualization Tool

PT-A-013, PFL-006

Data Analysis Tool

PT-E-003

Middle tier

PT-NF-001, PTNF-010, PFNF-011

EDL Compiler & Validator

PT-A-003, PTA-014

Experiment Validation Service

PT-A-009, PFL-001

Users& Rights Service PT-GEN-002 PT-NF-002
Booking Service PT-B-003, PFB-005, PFB-006, PFB-004 PT-NF-002
Launching Service PT-L-002, PFL-003, PFL-007, PFE-001

Experiment Controller PT-A-005, PFA-008, PFL-008, PTFA-010, PFL- | PT-NF-005
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Visualization Engine PT-L-005

Data Analysis Engine PT-E-002, PFE-005

System Monitoring Service PT-GEN-004

Testbed Directory Service PT-P-004

Message Bus

Data tier PT-E-004 PT-NF-001, PFNF-003, PFNF-010

Testbeds & Resourcg PT-P-003

Repository

Experiments and EDI PT-P-005, PTA-015, PFE-001

Repository

Bookings Repository

PT-A-015

Measurements, Results a
Status Repository

PT-A-007, PTFE-002

Users & Rights Repository

PT-GEN-002

Testbed tier

PT-NF-001

Testbed Proxy

Testbed Manager

PT-P-003

Monitoring Manager

Network Controller

Resource Controller

PT-NF-005

Navigation Service

UxV node

PT-A-010, PTFE-002

PT-NF-005

UxV - Network communication

UxV i Sensors & Localization

UxV i On board storage

UxV i On board processing

UxV i Device management

Table39: Allocation of Platform Requirements to Architecture Components
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Components Functional Requirements Non Functional Requirements

Testbed tier

TB-NF-G-002, TB-NF-G-005

Testbed Proxy

TB-G-002

TB-NF-G-001, TBNF-G-003, TBNF-

G-004

Testbed Manager

TB-G-003, TBG-004, TBG-005, TBG-006, TBG-
007, TB1-001, TBI1-004, TBR-005, TB-R-006, TB
D-001, TB-D-002

Monitoring Manager

TB-G-001

Network Controller

TB-1-002, TB1-003

TB-NF-G-004, TBNF-G-003, TBNF-

G-006

Resource Controller

TB-G-003, TB-G-007

Navigation Service

TB-G-008

UxV node

TB-G-004, TBR-001, TBR-002, TBR-003, TBR-
005, TBR-006, TBR-007, TBR-008, TB-R-009,
TB-R-010, TBR-012, TBR-013

TB-NF-R-001, TBNF-R-003

UxV - Network communication | TB-G-003, TB1-002, TB1-003, TBR-013 TB-NF-G-006
UxV i Sensors & Localization | TB-G-005 TB-NF-R-002
UxV T On board storage TB-R-004

UxV i On board processing

UxV i Device management TB-R-011

Table 7: Allocation of Testbed Requirements to Architecture Components
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4 Potential use cases and sequenceagrams

In the following section, some common use cases (or user stories) are described and the
collaboration between the different componergsexamined. The use caseconsists of a
descriptioianalysisfollowed bya sequencdiagramthatvisualizes the interactions between the
components.

4.1 User login, authentication and authorisation

RAWEFIE will support wo userlogin mechanisrs

1 Passworebased
o This is the common way to authentication a user by requesting username and
passwordSSO will beavailable.
1 Certificatebased
o Using X.509client certificates to user is automatically authenticated during the
SSL handshake. (see sectjon

The communication between the components themselves will be secured using SSL on the
transport layer and X.509 client certificates, to control access to the services. pargbsghe

root certificate of the RAWFIE CA needo be installed in every cgmnent and each
component will geits own signed client certificate (plus private key) to authenticate itself.

The A& RightsSer v i c e aontadtekbl all btleer components to check if a user has
the appropriate rights/roles trse them as wedls tocheckwhether ause is allowed to access or
edit a resourcé.

4.1.1 Passwordbased user login

1 An user @ers via its browseran application of th&RAWFIE web pageand requests a
restrictedresource(URL)
1 The application checks if the user is locatilggedin (e.g. via ookiefor thisapplicatior)
1 Ifnot
o Redirect taSSOpage
0 The SSO page checks if the useglobally logged in
o If not
A The user is agidfor credentialsysername and passwdrd
A The SSO page sends the credentials t&Jder & Rights Serice

* The RAWFIE internal access control between the components will be skippedhimstgequence diagrams, as it
is more or less a background process.
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A The User & Rights Service checks the credsstiand returnsvhether

they are OK
o0 The SSO page rediracto the original web pagéwith some login token as
parameter)
o The user requestthe original web page again (with some login token as
parameter)

o Theapplication checks the login token and creat@ser session (e.g. transmitted
via an cookie)

T Pr oceeé@Gheskuseehutihori sati ono

5| SomeApp:Web Portal ‘ =SS0 Web Portal ‘{l :Users & Rights Senice

Request a restricted resource
C|;IECK ifuseris logged in

.
(User not logged in (in App)] | J
L

Redirectto Login-Page
Request login page

‘ S user (browser) : Experimenter

Check if useris loggedin

[User notlogged in globally]

Request credentials

H Credentials Check credentials

Check credentials

T

Credentials OK

Redirect to App (with login tocken as parameter)

Request a restricted resource (with login tocken as parameter)

.

Fl Check login token and creste user seesion
Check user authorisation

Figure 2 - Sequence Diagram i Password based user login
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X.509 Certificate-based user login

An user opens via its browser an application of the RAWFIE web page and requests a
restricted resource (URL)
Client certificate validated during SSL handshake (transport layer)

0 If correct: proceed processing in application layer
o If wrong: cancel SSL conneoh (end).

Check ifnotloggedin (application layer)

0 Read user name of the X.509 certificate and create a user session

Proceed with ACheck wuser aut horisationo

,% user (browser) : Experimenter $:|SomeApp - Web Portal

Request a restricted resource

Py
V||

| 55L Handshake

[Usernotlogged in]
Read user name of cerificate

Create user session

Check user authorisation

Figure 3 - Sequence Diagram - Certificate-based user login

Check user authorisation

After the user has logged in and has requested a restricted resource, the web application
checls if user is allowed to see the resource
Component requeshe Users & Rights Serviceif there given user has the specific
role/right to seefdit this resource
The Users & Rights Service doeseé

0 Check if the user exits

o Get groups of the user
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o Check if the rolanembers contains the usmsrone of the groups of the user
1 If ok: grant access to the user
1 If wrong: show access denied to the user.

= | : Users & Rights Senvice

‘ % user (browser) : Experimenter ‘ESomeApp :Web Portal

‘ login and resource request |

check if user hase rolefright

Checkifthe user exits

Get groups of the user

Check right in user & groups

=

[allowed]

allowed

response with requested resource

[not allowad]

not allowed

response with acces denied

Figure 4 - Sequence Diagram - Check user authorisation

4.1.4 Trusted and securecommunication between the components

The components in RAWFIE should also use X.B@Aificates to establish a trusted and secured
communication betweehem.

1 componentA calls service of anotheomponenB
1 Transport layer: SSL handshake with client and server certifiq@®@serror close
connection
1 If there is a need to verify the authorisation
o checks the certificate of the component A and reads th@a@oent name out of
the certificate
o ComponenB calls Users & Rights Service check if component A or the user
that has initiated the whole process has the needed roles/rights
o Transport layer: SSL handshake with client and server certifi¢atiesrror cbse
connection
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o0 TheUsers & Rights Service

A
A
A
A

M If allowed

checks the certificate of trmmponent B and reads the component name
out of the certificate and..

checks if component B is allowed to read permissions

checks if component Ar the user has the needed rolesisgh

Returns the result (allowed/not allowed)

0 component B executes the service method
o0 returrsthe result to component A

M If not allowed

0 componentBretusfiaccess deniedo to component

46



D4.1- High Level Design and Specification of RAWFIE Architecture

ComponentA: ComponentB : = | : Users & Rights Senvice
" Call service method
e
| SSL handshake |
1 1
[need to verify the authorisation] need to verify rights
Rl
Read component name of certificate
check if userfcomponent has rolefright
11
| SSL handshake |
Read component name of certificate
Ceckif componentis allowd to read permissions
check if user'component has role/right
L result
[allowed]
do semvice method
result
[not allowed]
error: access denied

Figure 5 - Sequence Diagram - communication between components

4.2 EDL editing

The EDL editing use case can @iecomposedn two main functionalities Create and Validate
the EDL scripts.The following paragraphglaborate orthe actions tobe performed. Basic
operationsare also depictein the sequence diagramlore specifically, he validation of the
EDL is performed by a twphasevalidationmechanism

1 Create an EDL script
o Open textual and visual editors
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Use functionalitiessimultaneouslyrom both editors
A Synchronization isupported

Createa newEDL script to define an experiment or

Edit a saved EDL script

Save changes

1 Validate EDL script

(0]

o

o O O o

Experimentewvalidatesthe EDL script byusingthe EDL Complier andvalidator
component

EDL Compiler and \alidator retrieve EDL model from theeExperiment and EDL
Reposiory in orderto applyrespectivelythe validationoperations

The EDL validator retumisyntactic and semantic errors to the experimenter
Experimenter corresthe errors

Experimenter starts the Experiment \daliion Service (EVS) to validate the
defined experiment in terms of execution efficiency spatiotemporalssues
EVS validats the experiment according to specific rules aodstraints
Semantic errors are displayed to Ehgerimenter

Experimentercorrectthe errors

The executed EDL script is storealthe Experiment EDL Repository

‘ Experimenter

Experiment Authoring Tool ‘ EDL Compiler and \alidator ‘Emeriment\.alidalion Senice : ‘ ‘ Experiment and EDL Repository: ‘

=]

"" Open editors _ ._
efine experimernjt
Save EDY scripts
Validate EDL scripts Retumn EDL model
]:Mpply validation
T . Return emors
lay syntactic/s emantic en ol
Validate experiment Ret dat
efrieve data
Trigger Experiment Validation Senice Refum rules and constrains
Apply validation
i
- N Return semantic errors
Display semanfic errors
1 Store EOL scripts
Save EDL scripts
L L Retum result code
i Displayresult code

Figure 6 - Sequence Diagram - EDL editing
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4.3 Resource booking and reservation

To find the appropriate resources (UxVs, testbeds) aéxpgrimenter, an experimenter can first
search for a resource and following he starts the booking of its.

4.3.1 Search for a resource

To reserve a testbed or just some UxVs the experinfesggneeds to search for appropriate
resources (testbeUxVs) via theRAWFIE web portal.

)l
)l

=a

The user opens the Resource Explorer Tool

The Resource Explorer Tool loadhe available testbeds i frofn dhe Testbeds &
Resources Repository

Resource Explorer Tool returns the list of testbeds to the user
The user selest testbedind opens the UxV view of the selected testbed

The Resource Explorer Tool loathe available UxVs of the selected testbed from the
Testbeds & Resources Repository

Resource Explorer Tool returns the list of UxVs to the user
The useselectssome UxVs andvantsto start the booking

Resource Explorer Tool sends a redirect to the booking tool containing the selected
resource IDs.

The browser of the user follows the redirect and opens the bookin@vtothe selected
resource IDs)
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/% user (browser) - Experimenter $:| :Resource Explorer Tool $:| - Booking Tool E : Testbeds & Resources Repository

Open testbeds view
Request testbed list

k 4

Return testbed list

Dizplay testbed list

select testbed T

Ppen resource view of selected testoed Requestreisource list

k 4

) = Return regource list
Show resource list

select resources

Start booking of selected resources
| ]

L
Redirect to booking component (resourcs

Ds)

Open booking compbnent (resource 1Ds)

Figure 7 - Sequence Diagram - Search for resource, select one and start booking

B
w
N}

Book a resource

Booking Toolstars with resources of interest
Show calendar view with current bookingfsthe resources of interest
Userstarts the bookingfo t he r es o uewbodlengi( $ e loenc tt Hred N1 )
Show booking form
User enters data (name, date, time, comments) and submits the form
Booking data sent tBooking Service
Booking Srvice loads all the bookings of the resource in the given time frame
Check if there are any booking conflicts
On OK: save booking and return ok
0 Save the bookings
o0 Show success to user
1 On conflict: return error
o Showconflict overviewto user

= =4 4 4 -5 8 5 9 -9
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,% user (browser) : Experimenter $:| : Booking Tool El - Booking Service $:| - Bookings Repository

Open booking component (resource 1Ds)

k J

Show calendar view with current bookings

Start booking

k J

Show booking form

Enter form data
|: Summit form

k J

booking data Load bookings of resources in time frame

k J

k 4
—

bookings
Check for confilcts

[na conflicts] Save bookings

OK

Return booking confirmation

[conflicts]

List of conflics

Return conflicts overview

Figure 8 - Sequence Diagram - Book a resource

4.4 Experiment launching and execution

RAWEFIE will support two aspects of experiment launchingshartterm launching and bpng-
term launching. Irshorttermlaunching (diagam9) the experimenter throughspecific element
of the Experiment Authoring Tool will execute pilefined and prapproved experiments stored
in the Experiment and EDL Repository. In case of the ‘t@mgn launching (diagram0) the
experiment is executed automatically by the launctsagvice according to the experiment
schedule and booking.

4.4.1 Short-term launching

1 Experimenter launches the experiment
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Experimenter opens the monitoring tdodm the web portalin orderto monitor the
experiment
Launching service requests frdaxperimentandEDL Repository (EER) the instructions
for the experiment.
These instructions trigger Experiment Controller which

a. Reqisters the experiment to Testbed Manager

b. Triggers Network manager for the provisioning of the network connections during

the experimenbetween the nodes

c. Forwards the instructions for experiment to Resource Controller
Resource Controller transforms the experimenter instructions into a "global form" of
waypoints
Resource Controller evaluates the path generated in the previous stepltocmabiains
and obstacles during the resource mission
Resource Controller delivers the waypoints to the UxV nodes
UxV node performs the respective actions and dispatches the relevant information back
to the Resource Controller
Resource Controller aftahe internal processing returns the data to the Experimenter
Controller that transmit the collected data and monitoring results to the Experiment
Monitoring Tool
Information and monitoring datais displayed to the Experimenter through the
ExperimentMonitoring Tool of RAWFIE web portal component
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[Expenmemer. [Expenmem Monitoring Tool : [Expermenmumunng Tool IrLaunchmg Service EER prenmem Controller : ’;estbed Proxy [ Testbed Manager : [Network Manager RC: {va node
Open the tool
7| |real-time experiment laufiching
Open the Monitoring Tool >
5’[] experiment script
| g
Sends script to Experiment Controller;
plegisters the experimgBliisters the experiment

=

[ends network regs | gends network reqs

p————

Sends scriptto RC Sends scriptto RC
G point
E\%Iu ite path
Delivers message to Ugv nodes
—
lJ
Fr%ce s data
[r i
Monitor experiment LJ Refurnds data to MSS
H Returns data to EMT Retms; dstaloEe T

Figure 9 - Sequence Diagram - Real time launching
4.4.2 Long term launching

1 Launching service requests frdixperiment and&EDL Repository (EER) the instructions
for the experiment.
1 These instructions trigger Experiment Controller which
a. Registers the experiment to Testbed Manager

b. Triggers Network manager for the provisioning of the network connections during

the experiment between the nodes
c. Forwards the instructions for experimenfesource Controller

1 Resource Controller transforms the experimenter instructions into a "global form" of

waypoints

1 Resource Controller evaluates the path generated in the previous step to avoid constrains

and obstacles during the resource mission
1 Resouce Controller delivers the waypoints to the UxV nodes

1 UxV node performs the respective actions and dispatches the relevant information back

to the Resource Controller

1 Resource Controller after the internal processing returns the data to the Experimenter
Controller that transmit the collected data and monitoring results to the Experiment

Monitoring Tool
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1 Information and monitoring data is displayed to the Experimenter through the
Experiment Monitoring Tool of RAWFIE web portal component

RC: UxV node :

Experiment Monitoring Tool : Testbed Manager Network Manager :

Launching Service Experiment Controller : Testbed Proxy : ‘

D Requests script

______ 1 L

Sends script to Experiment Controller

- Registers the experiment Registers the experiment

1

Sends networkregs |

Sends network reqs

Sends instructions to RC

[

efds instructions to RC

—

{  Generptelwaypoints

E‘%Iu te path

Delivers message to Ukv nodes
—

U
T

eturns data to MSS

|J Returns datato EC
L

Returns data to EMT

Figure 10 - Sequence Diagram - Long term launching

4.5 Measurements recording

Measurements DBThe measurements database is strongly correlated with the implementation
of the message bus system. The reason for this is that data needsetd ekt forked) from the
message bus to a scalable volume storage system such as H&€&®&.below is a suggested
data flow diagram that supports the design we proposed in sddfichhis model is a standard
industry model and will best support thejugements for data analytics which will be worked
through in a later section. Storage of measuremenssiggestedo be done in a relational
databasend theresults ofthe analyticsexperiments is suggested to be iIN@SQL database
HDFS provides faultolerant storage that scales across machines (not like simple RAID based
arrays). The specific technology suggestions will be provided in a later section.
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| /% M : UkV provider | $:||2 - Schama Ragistry En - Data Bus Eu : Compute Engine
f T
. -+ ,_J
Cuery Schema Auto Registration
La
U Return Schemas)
Query B: 5
by
[J Return B 5
‘Write message directly to brol =
lJ tional) ACK
-

Figure 11 - Sequence Diagram i Measurements recording

4.6 Data analysis

The data analysis engine will seat on the top of the data stream management and computational
infrastructure. Through it we will offer the ability to select which streaming data to work with
andrun a sebf available machine learning and data mining operations on it. The interaction of
the data analysis engine with the data stream management and computational infrastructure is
described in the following sequence diagram.
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| r—

G.E'}' previous results

Receive previous resulls
Initiate computation job .

{optional) ACK

Perform) the computation

Raturn results

{optional) ACK

Return results

Figure 12 - Sequence Diagram 1 Data analysis engine

4.7 View visualization of running experiment

The Visualization Tool will be built around a middleware engine that is capable of processing
data using parallel processin@he results will be rendered in the cliepipécation through the
web portal. The steps are sequential and will include:
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Assemble or link to the data to be accessed by the Visualization Engine. This includes
video data, sensor data, GPS data, etc in a form that can be used by the visualization
ergine.

A Transform the data through filters (or the output of other filters) into a new usable
output. These filters use algorithms that can be freely chained together. The object
outputs can then be rendered separately by the Mappers and Actors.

A Mappers tansform the data into graphics primitives. For example, they can be used to
specify a lookup table forcolouringspecific data. They are an abstract way to specify
what to display.

A Actors represent an object (geometry plus display properties) within the scene. Things
like color, opacity, shading, or orientation.

% r: Experimenter 2 |r1 - Visualization Tool = |r2 - Visualization Engine | |2 ]r3 : Testbed Proxy = |rd - Message Bus
Render inital UxV's states - Experiment start [
Ll
Slect UxVs to be tracked
|—J Start UxV comunication

Sensor Data

Live stream data

Format data (GIS

Sensor and Location data

Render experiment

Data stream

Experiment Stop

Stop UxV comunication

Build Summary data

Experiment Finish Summary

Figure 13 - Sequence Diagram i Running experiment visualisation
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000
4.8 Systemmonitoring

The system monitoring corresponds to a continuous processing of events or parameter values,

(good or bad), which triggers notification, actions or other stream processing, such as filtering,
log, traces, storage, etc.

4.8.1 General monitoring activities

1 Events angbarameter values are received by the system monitoring service (KPI)
0 Vvia Message Bus

0 Vvia Service Call

1 They are analysed by a pdefined set of rule, filters, combinations, correlators, etc.
91 Predefined actions are triggered

1 Actions can be
0 othercomputations,
0 usernotifications(e.g. via email)
0 message posted to the Message Bus
0 service calls on other components
i Storing of the logs and traces

1 The logs and traces can be analysed after the executiomfpadein analysis)
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,% admin : RAWFIE Platform Administrator = | : System Monitoring Sernvice componetA: component B : 2 | : Message Bus

post event message

event message

store event

check KFI
1
U KPPl values
analyse data
{-‘ trigger actions
I
other computations
I
U notify user
0 Fostsome message
I call servcie method
1)
U resutl
store logs
getlogs
Tl
logs

evaluate logs

Figure 14 - Sequence Diagram i System monitoring service i General activities
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Note that this process may be hierarchically applied at any level of the system, e.g. on a UxV
(Device management), in the Testbed (Monitoring manager) and at the RAWFIE Federation
level (Monitoring tool). An example is given in the Testbed monitoring (sedt@n

4.8.2 Error notifications

Messages of special events are permanently received by the Message Bus

The System Monitoring Service ruar a periodic basi@riggereal by an internal timer)

Load event collected from the Message Bus

It requests from all middle tier components the status values (KPI)

After collectionof all the status valuga summary is created

In case of an error or serious problean error notification is issued via email to the a

RAWFIE Platform Administrator (adm)n

1 The admin reads the email and opens the System Monitoring Tool to gettaidatp
overview of the system state

1 The System Monitoring Tool request the current sumgnfram the System Monitoring
Services and returns this report back to the admin

1 The admin evaluates the summary and performs the appropriate steps the resolve the

issues.

= =4 =4 4 -4 -
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% admin : RAWFIE Platform Administrator

‘%] : System Monitoring Tool

compenentA: ‘

compaonent B ‘

some email service

‘3] :Message Bus

send email

‘3] : System Monitoring Service

transmite event

message

checktimer

-

store event

Load events

check KPI

e

KPlvalues

check KPI

create summary

KPIvalues

send error notificationy

LI

request summary

getsummary

Figure 15 - Sequence Diagram 1 System monitoring service i Error notification

summary

evaluate summary

perform appropriate actions

4.9 Testbed monitoring

summary

RAWFIE provides overview of each integrated testbed with the status of the relevant devices.
SystemMonitoring Service has a request for the information of a specific testbed. This request is
forwarded by Testbed Proxy to twelated components: Testbed Manager and Monitoring
Manager. Testbed Manager contains the information about the status of experiments that are
registered in this testbedhis is send back to System Monitoring Service through Testbed
Proxy. Monitoring Manager is responsible for the mienanagement of the resources.
Information as battery lifetimeCPU load, free RAM, biterror rate is gathered periodicdtr

both booked and unbookddixVs. In order to receiveéhe most recent instandeom booked

resources request is also send Resource Controller. Resource Controller controls the UxVs
per experiment a ki ng

lifetime. This information is send back to Monitoring Managerd all the accumulated

nt o

consi

der at i

on

Ux VO s

syste

information of the resources @rwarded as a response to System Monitoring Service via

Testbe Proxy.
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Figure 16 - Sequence Diagram i Testbed monitoring

4.10UxV remote control

RAWEFIE will also provide to the experimenters the ability to remotely control the vehicles. The

following diagram illustrates a real time experirhparformed by an operator using the provided
remote control.
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